
Project Report 

On 

Deploying Machine Learning Model on Cloud for Supermarket 

Sales Data Analytics and Forecasting

Submitted to 

Sant Gadge Baba Amravati University 

in Partial Fulfillment of the Requirement 

for the Degree of 

Bachelor of Engineering in 

Computer Science and Engineering 

Submitted by: 

Mr. Sudhanshu Deshmukh 

Mr. Sanket Deshmukh 

Mr. Anshul Ghumadwar 

Ms. Sakshi Deshmukh 

Ms. Shruti Lambe 

Under the Guidance of 

Prof. C.M. Mankar 

Department of Computer Science and Engineering 

SHRI SANT GAJANAN MAHARAJ COLLEGE OF ENGINEERING, 

SHEGAON – 444 203 (M.S.) 

2022-23 



SHRI SANT GAJANAN MAHARAJ COLLEGE OF ENGINEERING,

SHEGAON-444 203 (M.S.)

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

CERTIFICATE

This is to certify that Mr. sudhanshu Deshmukh, Mr. Sanket Deshmukh,

Mr. Anshul Ghumadwar, Ms. Sakshi Deshmukh and Ms. Shruti Lambe students

of final year B.E. in the year 2022-23 of Computer Science and Engineering

Department of this institute has completed the project work entitled "Deploylng

Machine Learning Model on Cloud for Supermarket Sales Data

Analytics and Forecasting" based on syllabus and has submitted a satisfactory

:ccount of her work in this report which is recommended for the partial fulfillment of
iiegree of Bachelor of Engineering in computer Science and Engineering.

M. Mankar
Project Guide

q
t9

-ft"f'rr-a-\1\
Dr. S. hso,mlniB.

of Department Principal



SHRI SANT GAJANAN MAHARAJ COLLEGE OF ENGINEERING, 

SHEGAON – 444 203 (M.S.) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

CERTIFICATE 
 

 

 

This is to certify that the project work entitled “Deploying Machine Learning 

Model on Cloud for Supermarket Sales Data Analytics and Forecasting” 

submitted by Mr. Sudhanshu Deshmukh, Mr. Sanket Deshmukh, Mr. Anshul 

Ghumadwar,  Ms. Sakshi Deshmukh  and Ms. Shruti Lambe  students of final year B.E. 

in the year 2020-21 of Computer Science and Engineering Department of this institute, is a 

satisfactory account of his work based on syllabus which is recommended for the partial 

fulfillment of degree of Bachelor of Engineering in Computer Science and Engineering. 

 

 

 

 

 

 

 

Internal Examiner External Examiner 

Date: Date: 



iii 

 

 

ABSTRACT 

 
Currently, many supermarkets, shopping malls, and their various stores are 

operational in many cities and daily many more stores are getting added to the list 

leading to stiff competition. To beat the other competitors today supermarkets 

regularly audit the sales data of every product in the store to forecast future demands 

for that product and manage the total inventory properly. Proper optimization of 

inventory leads to greater profits and minimal losses. General trends and irregularities 

can be identified by data mining from the dataset. By analyzing the data, forecasting 

sales become easy with various machine-learning algorithms for supermarket chains. 

In this paper, we propose models using Linear regression, Ridge Regression, Random 

Forest Regression, and XGboost regressor for predicting sales of the Supermart and it 

was found that the trained model performs way better than other existing models in 

terms of accuracy. The trained model is then deployed over a cloud platform like 

AWS or Google Cloud which boosts the availability with a trouble-free user interface 

(UI).  
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CHAPTER 1 

INTRODUCTION 
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1.1 PREFACE 

INTRODUCTION 

 

 

Sales prediction is used for the prediction of future sales based on data of the past 

years of the supermarket chain. Sales forecasting can help to prevent a shortage of 

most selling products and prevents the build-up of stock of less-selling product. 

Ultimately it leads to higher profits. Sales forecasting has a crucial role in proper 

inventory management and prediction of demands during holidays or festivals. 

Various trends and patterns are observed to increase sales and anomalies are ruled out. 

Supermarket chains do the forecast to limit the use of marketing spent and to manage 

the supply chain properly to supply [1]. Data mining techniques are potent in tuning a 

large amount of data and are crucial for sales prediction and sales prediction and are 

necessary for budget planning [2]. Population demographics around the store also 

affect sales, the capacity of the store and other components should be evaluated. For 

Deployment purposes, a cloud platform is more suitable than traditional deployment 

methods [5]. Marketing strategies can be made by understanding the sales pattern. 

Let’s say any particular product is being sold in higher quantities so it helps to derive 

crucial insights that is why the product is being sold most and helps companies to take 

marketing decisions. 

 

Every item in its shopping centers and Supermarts is tracked in order to forecast 

future customer demand and enhance inventory management. Big Mart is a massive 

network of stores that spans the globe. Big Mart's trends are Data scientists analyze 

those tendencies per product and store in order to generate potential centers, which is 

highly relevant. Using a machine to forecast Big Mart transactions allows data 

scientists to try multiple patterns by shop and product to attain the best results. Many 

businesses rely largely on their knowledge base and require forecasting of market 

tendencies. 

 

Population statistics around the store also affect sales, and the capacity of the store 

and many more things should be considered. Because every business has strong 

demand, sales forecasts play a significant part in a retail center. A stronger prediction 

is always helpful in developing and enhancing corporate market strategies, which also 

help to increase awareness. 
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1.2 MOTIVATION 

 
Inventories can either make or break a business. Having an inventory management 

solution is a must in today’s modern digital era. Our solution focuses on solving this 

problem of mismanaged inventories for several businesses by providing them with an 

interactive and functional dashboard powered by Machine Learning and Data Science 

techniques to attain maximum efficiency. Our project forecasts the most optimal quantity 

to possess in an inventory for a particular month whilst taking into account several 

factors such as the history of product sales, seasonal trends like what the consumers 

demand at a particular period of time, external factors which affect the sales, and 

financial insights. Our solution also puts light on giving comprehensive details regarding 

a particular business by the virtue of in-depth analysis and interactive visualizations. 

These models can be implemented in various areas and taught to fit management 

expectations, allowing for precise procedures to be taken to attain the organization's goal. 

In this research, the instance of Supermart, a one-stop shopping center, has been 

discussed in order to anticipate the sales of various types of things and to analyze the 

effects of various factors on the sales of the items. Using various components of a dataset 

acquired for Supermart and the methods used to develop a predictive model, high-

accuracy findings are obtained, and these observations can be used to make sales-

improving decisions. Sales forecasting is critical in the development of a business. It is a 

critical component of business intelligence. Sales forecasting and prediction provide 

insight into how a firm should manage its workforce, including labour, cash flow, and 

resources. It is a method for predicting future performance based on past and current 

sales data. Estimating future sales is an important aspect of every company's financial 

planning. It enables businesses to forecast both short- and long-term performance. 

Accurate sales predictions help businesses make informed decisions, which leads to 

better supply chain management, more earnings, and improved customer experiences. It 

is an essential component of beginning a new firm because it aids in the efficient 

management of existing resources. Furthermore, understanding customer behavior gets 

easier with the use of data and learned insights. 
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1.3 PROBLEM STATEMENT 

 
The data scientists at Big Mart have collected 2013 sales data for 1559 products across 

10 stores in different cities. Also, certain attributes of each product and store have been 

defined. The aim is to build a predictive model and find out the sales of each product at a 

particular store. Using this model, Big Mart will try to understand the properties of 

products and stores which play a key role in increasing sales. 

 

 

1.4 OBJECTIVE 

 

 The goal of this framework is to predict future sales based on previous year's data using 

M               L                      Techniques. 

 To increase revenue, build a solid sales trend forecast system that is implemented using 

ML technologies. 

 As a result, analyzing important appearance includes determining the most effective 

impact upon commodity demand. 

 That resolve the ML invention is best for demand predicting. 

 Choosing various verification to match the efficiency of the ML algorithms in use. 

 

 

1.5 SCOPE OF PROJECT 

 
1. This project will help to analyze critical features that will most influence sales of the 

product. 

2. It will Convert data into an appropriate form using various preprocessing techniques 

for the implementation of Machine Learning algorithms. 

3. Observing and analyzing forecasting of sales. 

 

4. Predict and analyze prediction of sales. 
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1.6 ORGANIZATION OF PROJECT 

 
 

Chapter 1: It gives an Introduction of the project. 

Chapter 2: Literature Survey of the research papers referred to get an idea of the previous 

work done on this project. 

Chapter 3: After reviewing, the methodology of how the project can be executed. 

Chapter 4: The implementation details that we have followed to complete the project. 

Chapter 5: How the project was deployed on frontend using Flask frontend framework. 

Chapter 6: The conclusion derived from this project. 

Chapter 7: Details of the research papers referred. 

 

 

1.7 REQUIREMENT SPECIFICATION 

 

 SOFTWARE REQUIREMENTS: 

• Jupyter notebook 

• Vs code editor 

• Winscp 

• Inspect tool 

 

• HARDWARE REQUIREMENTS: 

• Minimum 8GB RAM  

• Minimum Intel i5 processor  

• Keyboard, Mouse, Screen 

• Minimum 80GB HDD 
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CHAPTER 2 

LITERATURE SURVEY 
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LITERATURE SURVEY 

 
2.1 PREVIOUS WORK 

 
Sales predictions reveal how a company should manage its staff, cash flow, and 

resources. This is a necessary precondition for enterprise planning and decision-making. It 

enables businesses to efficiently construct their business plans. Learning algorithms used 

in classification and model categories, such as linear Regression, Ridge Regression, 

Random Forest, Decision Tree, and XG Boost, are appropriate for sales forecasting. The 

regression technique is used to forecast, model time series, and determine the cause-effect 

relationship between variables. A handful of those who have performed prediction on 

various sales data are given below.  

 

B. Kumar Jha et al.,[4] research focuses on ARIMA and FB Prophet Additive models for 

the prediction of sales. Sales data for furniture stores were examined and predictions made 

using FB Prophet Additive resulted to be very near too actual. It shows good accuracy for 

time series data. 

 
 

Sai Nikhil et al.,[20] research focuses on developing a machine learning model that can 

anticipate product sales across several venues. It has described the project's setting, data 

correlation, and data preparation in detail. It provides a quick categorization as well as an 

introduction to machine learning techniques. This research compared multiple ML methods, 

including simple linear regression, gradient boosting regression, support vector regression, 

and random forest regression, to find the best fit. The results are given as absolute mean & 

maximum errors. It has been demonstrated that random forest method is more accurate than 

other algorithms. 

 

Y. Sener et al.,[5] studied a case in which an ML model was deployed with Amazon Web 

Services (AWS) and its tools. The study also states the importance of cloud platforms for 

deployment over on-premise deployment. Other pros of cloud deployment were studied for 

new organizations and startups. 

 

 

G. Behera et al.,[6] For the purpose of forecasting future sales for Bigmart, research focuses 

on hyperparameter tuning (HPT) using grid search optimization. For training and testing 
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datasets, this method produced findings that were more accurate and had lower RMSE and 

MAE. 

 
S. Cheriyan et al.,[21] The data tuning process and several data mining approaches were 

explored in this study. The sales generated in an e-fashion store over three years are the 

dataset used in this research article. There are up to 85000 results in the comparison. In this 

work, linear regression, decision trees, and gradient boosted trees were compared. Gradient  

enhanced trees, according to the research, are more accurate.  

 

A. Krishna et al.,[22] In this study, regular regression approaches and boosting algorithms 

were thoroughly contrasted. The collection has 8523 samples and 12 characteristics. Regular 

algorithms include linear regression, polynomial regression, lasso regression, and ridge 

regression, whilst boosting techniques include AdaBoost and Gradient Boost. These 

algorithms were developed using Python 3.6 and Sklearn 0.19.1. The algorithm with the 

lowest RMSE value outperformed the one with the highest. AdaBoost, a boosting approach, 

has a lower RMSE value than Gradient Boost. According to this article, Gradient Boost 

outperformed the AdaBoost approach. 

 

 
R. P and S. M [23] research work gave a simple and concise description of algorithm 

accuracies. Screening datasets from the Kaggle website with a sample size of 5000 train 

datasets and 8000 test datasets were used in this study. An architectural diagram shows 

why the model is being offered in the methodology section. They calculated accuracy 

using several regression techniques. The ridge regression and the XG-Boost regression 

were shown to be more accurate.  

 

Yua et al. [24] forecasted magazine and newspaper sales using Support Vector Regression. 

Support Vector Regression was utilized because it solved the over-fitting problem while 

simultaneously achieving the lowest structural risk rather than the lowest empirical risk. E. 

Hadavandi et al.,[25] employed a combination of Genetic Fuzzy Systems (GFS) and data 

clustering to anticipate printed circuit board sales. They used K-means clustering to build 

K clusters of all the data records. The clusters were then fed into independent Genetic 

Fuzzy Systems (GFS) capable of database tweaking and rule-based extraction. 
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Sr. 

no. 

 
 

Title 

 
Name of 

Journal/ 

conference 

 

Author 
name 

 
 

Key Findings 

 
 

Approach 

 
 

Conclusion 

[1] Predictive 

Analysis 

for Big 

Mart Sales 

Using 

Machine 

Learning 

Algorithm

s 

ICICCS,2021 R.P and S.M It was found that 

the general linear 

model using the 

principal 

component 

analysis and the 

random forest 

techniques 

produce better 

results which are 

been decided by 

the RMSE values. 

Linear 

Regression, Ridge 

Regression, 

Random Forest, 

Decision Tree, 

XGBoost these 

algorithms. 

Ridge regression 

and XGboost 

regression give 

better prediction 

accuracy than 

linear and 

polynomial 

regression 

approaches.  

[2] Intelligent 

Sales 

Prediction 

Using 

Machine 

Learning 

Technique 

s 

iCCECE, 

2020 

Sunitha 

Cheriyan, 

Shaniba 

Ibrahim, 

Saju 

Mohanan, 

Susan 

Treesa. 

Various types of 

mining 

approaches and 

data-tuning 

processes to 

forecast sales as it 

helps the model 

become 

comprehensive 

and reliable. In 

this work, the 

dataset for the e-

fashion store was 

studied and 

various regression 

algorithms were 

compared. 

Various 

prediction 

methods, sales 

forecasting 

strategies and 

Expectation 

Maximization 

(EM) algorithm 

Based on the 

performance, it is 

understood that 

Gradient Boost 

Algorithm is 

showing 98% 

overall accuracy 

and the second 

stands Decision 

Tree Algorithms 

with nearly 71% 

overall accuracy 

and followed by 

Generalized Linear 

Model with 64% 

accuracy. 

[3] Sales- 

forecastin 

g of 

Retail 

Stores 

using 

Machine 

Learning 

Techniqu

es  

IEEE, 2018 Akshay 

Krishna, 

Akhilesh V, 

Animikh 

Aich, Chetana 

Hegde. 

The performance 

of the individual 

model was 

comparatively 

lower than the 

hybrid model. 

Multiple 

Regression, 

Polynomial 

Regression, Ridge 

Regression, Lasso 

Regression etc. 

along with 

various boosting 

algorithm like 

AdaBoost, 

Gradient Tree 

Boosting so as to 

get the maximum 

accuracy. 

The literature in 

this field shows 

that not much work 

has been done in 

swarm intelligence 

technique in 

effectively training 

the prediction 

models. The 

Genetic Algorithm 

(GA) is a potential 

candidate for 

training the ANN 

models. 
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CHAPTER 3 

METHODOLOGY 
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3.1 MACHINE LEARNING 

 
Machine learning is a subset of artificial intelligence (AI) that involves the use of 

algorithms and statistical models to enable computers to learn from and make 

predictions or decisions based on data without being explicitly programmed. Machine 

learning algorithms are designed to recognize patterns, make predictions, classify 

data, and optimize performance based on feedback from data inputs. 

 

The general process of machine learning involves several key steps: 

 

Data Collection: Machine learning requires large amounts of data for training and 

validation. Data can be collected from various sources, such as databases, sensors, or 

online platforms. 

 

Data Preprocessing: Once the data is collected, it needs to be cleaned, normalized, 

and transformed into a format suitable for machine learning algorithms. This step may 

also involve feature engineering, which is the process of selecting relevant features 

from the data to improve model performance. 

 

Model Selection: There are various types of machine learning models, such as 

supervised learning, unsupervised learning, reinforcement learning, and deep learning. 

The appropriate model needs to be selected based on the nature of the data and the 

specific problem being solved. 

 

Model Training: In this step, the selected machine learning model is trained using the 

preprocessed data. The model learns from the data and tries to identify patterns or 

relationships that can be used for making predictions or decisions. 

 

Model Evaluation: Once the model is trained, it needs to be evaluated for its 

performance on a separate set of data that was not used for training. Common 

evaluation metrics include accuracy, precision, recall, F1 score, and area under the 

curve (AUC). 
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Model Optimization: Based on the evaluation results, the model may need to be fine-

tuned or optimized to improve its performance. This may involve adjusting 

hyperparameters, feature selection, or using ensemble methods to combine multiple 

models for better results. 

 

Model Deployment: After the model is optimized, it can be deployed in a real-world 

environment for making predictions or decisions. This may involve integrating the 

model into a production system, creating an API, or developing a user-friendly 

interface for end-users. 

 

Model Monitoring and Maintenance: Machine learning models need to be 

monitored and maintained to ensure their continued accuracy and performance. This 

may involve updating the model with new data, retraining the model periodically, and 

addressing any issues or biases that may arise during deployment. 

 

Machine learning is used in a wide range of applications, including but not limited to 

image and speech recognition, natural language processing, recommendation systems, 

fraud detection, healthcare, finance, and autonomous vehicles. It continues to be an 

exciting field with ongoing advancements and innovations that have the potential to 

transform many aspects of our lives. 
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3.2 TYPES OF MACHINE LEARNING TECHNIQUES 

 
There are four types of machine learning: supervised, unsupervised, semi-supervised, 

and reinforcement learning. A supervised learning model must accomplish two 

fundamental tasks: classification and regression. Classification is concerned with 

predicting a nominal class label, whereas regression is concerned with predicting a 

numerical value for the class label. Building a regression model mathematically is all 

about identifying the relationship between the class label and the input predictors. 

Attributes are another name for predictors. In statistics, the predictors are referred to 

as independent variables, whereas the class label is referred to as a dependent variable 

[14]. A regression model depicts the relationship between dependent and independent 

variables. Any new data is plugged into the relationship curve to find the prediction 

once this is learned during the training phase. This simplifies the machine learning 

problem to a mathematical equation to solve [8]. 

 
 

 
                                   Figure 3.1: Types of Machine Learning 

 

3.2.1 Supervised Learning: 

 
Supervised learning is a type of machine learning where a model is trained using 

labeled data, where the input data is paired with corresponding output labels. The 

model learns to make predictions or decisions based on this labeled data. In 

supervised learning, the goal is to minimize the difference between the model's 

predicted output and the actual output, which is known as the "label" or "target" value. 

Supervised learning can be further classified into two main categories: 
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Classification: In classification, the model learns to predict discrete categories or 

classes for new input data. For example, a classification model can be trained to 

predict whether an email is spam or not spam, or whether a customer will churn or not 

churn in a subscription service. The output of a classification model is typically a 

probability or a class label indicating the predicted category. 

 

Regression: In regression, the model learns to predict continuous values for new 

input data. For example, a regression model can be trained to predict the price of a 

house based on its features such as location, size, and number of rooms. The output of 

a regression model is a continuous value that represents the predicted output, such as a 

numeric value or a range of values. 

 

Supervised learning is widely used in various applications, such as image and speech 

recognition, natural language processing, fraud detection, medical diagnosis, and 

many others. It relies on labeled data to train the model, and the model's performance 

is evaluated based on its ability to accurately predict the correct output based on new, 

unseen data. In supervised learning, the ML algorithm is given a small training dataset 

to work with. This training dataset is a smaller part of the bigger dataset and serves to 

give the algorithm a basic idea of the problem, solution, and data points to be dealt 

with.  

 

The training dataset is also very similar to the final dataset in its characteristics and 

provides the algorithm with the labeled parameters required for the problem [9]. 

Supervised learning is the one where you have input variables (x) and an output 

variable (Y) and you use an algorithm to learn the mapping function from the input to 

the output. 
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                                     Figure 3.2: Supervised Learning 

 

3.2.2 Unsupervised Learning: 

 

Unsupervised learning is a type of machine learning where an algorithm learns from 

data without any labeled examples or explicit guidance from a human supervisor. In 

unsupervised learning, the algorithm is tasked with discovering patterns, structures, or 

relationships in the data on its own, without being provided with predefined labels or 

categories to predict. 

 

Unsupervised learning algorithms explore the data and identify inherent patterns or 

structures without any prior knowledge. Some common techniques used in 

unsupervised learning include clustering, dimensionality reduction, and anomaly 

detection. 

 

Clustering is a common unsupervised learning technique where the algorithm groups 

similar data points together based on their similarities or distances in a multi-

dimensional space. Clustering algorithms can be used for tasks such as customer 

segmentation, image segmentation, or document grouping. 

 

 

Dimensionality reduction is another unsupervised learning technique that aims to 

reduce the number of features or variables in the data while retaining important 
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information. This can be useful for tasks such as visualizing high-dimensional data or 

reducing computational complexity. 

 

Anomaly detection is a type of unsupervised learning that focuses on identifying data 

points that deviate significantly from the expected or normal behavior. Anomaly 

detection algorithms are used in various applications such as fraud detection, intrusion 

detection, or equipment failure prediction. 

 

Unsupervised learning has several advantages, such as its ability to uncover hidden 

patterns or structures in data without labeled examples, its applicability to a wide 

range of domains, and its potential for discovering new insights or anomalies in the 

data. However, it also has challenges, such as the lack of labeled data for model 

evaluation, the potential for identifying spurious patterns, and the need for human 

interpretation of the results. 

 

In supervised learning, the goal is to learn mapping from the input to an output whose 

correct values are provided by a supervisor. But, in unsupervised learning, the goal is 

to find the regularities in the input such that certain patterns occur more often than 

others and to learn to see what generally happens and what does not. Examples on 

speech recognition, document clustering, and image compression go well with 

unsupervised learning. 

 

The unsupervised model learns through observation and finds structures in the data. 

Once the model is given a dataset, it automatically finds patterns and relationships in 

the dataset by creating clusters in it. Unsupervised learning is used for raw datasets. 

Its main task is to convert raw data to structured data. Unsupervised learning is where 

we only have input data (X) and no corresponding output variables i.e., Y
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Figure 3.3: Unsupervised Learning 
 

 

3.3 METHODOLOGY 

 
This thesis is divided into four sections: a literature review, a data analysis and 

comprehension phase, an implementation phase, and an evaluation phase. Except for the 

implementation phase, which had several iterative sub-phases, these phases were 

typically conducted sequentially. 

The major purpose of the literature study section was to read about and become 

familiar with the following topics: decision trees, random forest, extreme gradient 

boosting, support vector machine for regression, ensemble models, and hyper-parameter 

tuning. Techniques for feature selection were also examined because data complexity 

and a large number of features can be an impediment to performance improvement. Data 

analysis is typically performed as the initial step in any machine learning work flow, and 

in this experiment, data analysis is performed as the first stage and is detailed later in this 

chapter. This step entails delving deeply into the data in order to fully comprehend it and 

extract some correlations between variables. 

                  The implementation phase consisted of the following parts: 

 
1. Applying necessary feature engineering steps in order to prepare the data for the next 

step of model development. 
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2. Developing models using the complete set of features. 

 
3. Performing hyper-parameter optimization and re-train the models as in the second 

step. 

4. Building ensembles of the developed models. 

 
5. Choosing a subset of features according to a defined procedure (explained in the next 

chapter) and develop new models using only the subset of features. 

In this stage we have done the following three steps: 

 
1. Data overview 

2. Feature Selection 

3. Data Correlation Methods 

 
3.3.1 Data overview: 

 
This thesis contains labelled sales data from various items from various outlets that 

provide information like as item kind, item price, outlet type, and so on. These data were 

gathered from a variety of sources and will be utilized to train and develop the Machine 

Learning model. There are 8523 occurrences and 12 attributes in the dataset under 

consideration. The dataset has been appropriately separated into training and testing data, 

as described in the sections below. 

 
 

 

Figure 3.4: Data Overview 
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Figure 3.5: Dataset Summary 
 

 

 

 

 

 

 

 

Figure 3.6:  Selecting features on general requirements
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3.3.2 Feature Selection: 

 

There are numerous aspects that can improve the effectiveness of a Machine Learning 

model on any given task. Data correlation is one approach of feature selection that will 

have a significant impact on the model's performance. This will relieve a significant 

amount of burden on the Machine Learning model during preprocessing and data 

purification. The data variables used to train the Machine Learning model would have a 

significant impact on the model's efficiency. The model output will be lowered as a result 

of the supplied irrelevant features. The feature selection approach is an efficient way to 

remove data redundancy and irrelevant data, which reduces computing time, improves 

accuracy, and improves model understanding. 

Feature selection is an important step in the machine learning pipeline as it can lead to 

improved model performance, reduced complexity, and faster training and inference 

times. By selecting a subset of relevant features, feature selection can help to improve the 

interpretability and generalization of machine learning models, and can also reduce the 

risk of overfitting, which occurs when a model learns to perform well on the training data 

but does not generalize well to unseen data. 

 

 

3.3.3 Data Correlation Method: 

 
Data correlation is a statistical measure that quantifies the strength and direction of the linear 

relationship between two or more variables in a dataset. Correlation can be used as a feature 

selection method to identify relevant features that are highly correlated with the target variable 

or with other features in the dataset. 

 

Data correlation is a method that helps to predict one attribute from another at- tribute 

and is used as a basic quantity in many modeling techniques. If one feature increases, 

the correlation will be positive, so the other feature increases as well and negative if 

one feature increases there will be a reduction in another. If there is no relation   between 

any two attributes then it is said to be no correlation.  
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If there is a linear relationship between the constant variables then the Pearson 

correlation coefficient is used. If there is a non-linear relation between the constant 

variables then the Spearman correlation coefficient is used [15]. 

 

The heat map for correlation between non-numerical attributes is plotted as follows: 
 
 

 
Figure 3.7: Heat Map 

 

 

Since the considered data set is linear so the Pearson correlation coefficient is used for the 

selection of features in this study. This correlation for all the attributes is shown in figure 

3.4. To improve the efficiency of the Machine Learning model, the attributes that have 

negative correlations were removed [20]. It is a statistic measuring the linear correlation of 

two variables X and Y. It has a value between +1 and 1, where 1 is a linear positive 

correlation, 0 is not a linear correlation and 1 is a linear negative correlation. 

 

The motivation for considering the correlation is when people know a score on one 

measure, they can make a prediction of another measure that is highly related to it more 

accurate. The more accurate the prediction, the stronger the relationship between the 

variables. 
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3.4 MACHINE LEARNING ALGORITHMS 

 

 

We have also used various algorithms and processes from following in our project to 

train the model and they are: 

 

 Simple Linear Regression 

 Random Forest Regression 

 XGBoost Regression  

 Ridge Regression 

 

3.4.1 Simple Linear Regression: 

 

Simple linear regression is a statistical method used to model the relationship between 

two variables, where one variable is considered as the dependent variable (also known 

as the response or outcome variable) and the other variable is considered as the 

independent variable (also known as the predictor or explanatory variable). It assumes 

a linear relationship between the two variables, which means that the relationship can 

be represented by a straight line. 

 

The main goal of simple linear regression is to determine the best-fitting line through 

the data points that minimizes the residuals (the differences between the observed 

values and the predicted values). The equation of the simple linear regression model 

can be represented as: 

 

Y = β0 + β1*X + ε 

 

Where: 

Y represents the dependent variable (response variable) 

X represents the independent variable (predictor variable) 

β0 represents the intercept (the value of Y when X = 0) 

β1 represents the slope (the change in Y for a unit change in X) 

ε represents the error term (the random variation not explained by the model) 
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The parameters β0 and β1 are estimated using various statistical techniques, such as 

the least squares method, which aims to minimize the sum of squared residuals. Once 

the estimates of β0 and β1 are obtained, they can be used to make predictions of the 

dependent variable (Y) for a given value of the independent variable (X) using the 

equation of the regression line. 

 

Simple linear regression is commonly used in various fields, such as economics, 

social sciences, finance, and marketing, to analyze and predict the relationship 

between two variables and understand how changes in the predictor variable affect the 

response variable. It is a simple and widely used method for exploring and modeling 

linear relationships between variables, although it has some assumptions, such as 

linearity, independence of errors, homoscedasticity, and normality of errors, that need 

to be checked for the validity of the results. 

 

 
 
 

                                 

Figure 3.8: Simple Linear Regression 
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3.4.2 Random Forest Regression: 

 
Random forest regression is a statistical method used for regression tasks, which is an 

extension of the basic concept of decision tree-based regression. It is a supervised 

machine learning algorithm that combines the predictions of multiple decision trees to 

make more accurate and robust predictions. 

 

In random forest regression, a collection of decision trees, known as an ensemble, is 

created. Each decision tree is trained on a random subset of the training data, with 

replacement (also known as bootstrapping), and a random subset of the features 

(predictor variables) at each split. This introduces randomness into the model and 

helps to reduce overfitting, which is a common issue in decision tree-based models. 

 

The main steps in building a random forest regression model are as follows: 

 

Data preparation: Preprocess the data, including handling missing values, encoding 

categorical variables, and splitting the data into training and testing sets. 

 

Ensemble creation: Create a collection of decision trees, typically by setting the 

number of trees (n_estimators) hyperparameter. Each tree is trained on a random 

subset of the training data. 

 

Random feature selection: At each split of the decision tree, only a random subset of 

the features is considered, typically by setting the max_features hyperparameter. This 

helps to reduce the potential bias introduced by using all features in every tree. 

 

Tree training: Train each decision tree using a criterion, such as mean squared error 

(MSE) or mean absolute error (MAE), to determine the optimal splits for the predictor 

variables. 

 

Prediction: Once the random forest model is trained, it can be used to make 

predictions on the testing data by averaging the predictions of all the trees in the 

ensemble. 
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Random forest regression has several advantages, including its ability to handle non-

linearity, high-dimensional data, and interactions between features. It is also less 

prone to overfitting compared to single decision tree models. Random forest 

regression is widely used in various fields, including finance, healthcare, marketing, 

and other areas where accurate predictions of numerical values are required. However, 

like any other machine learning algorithm, it also has some limitations, such as the 

potential for model interpretability, computational complexity, and hyperparameter 

tuning. Therefore, it is important to carefully evaluate and validate the performance of 

the random forest regression model on the specific data and problem at hand. 

 

 

 

 

 
 

 
Figure 3.9: Random Forest Classifier 
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3.4.3 XGBoost Regression: 

 
XGBoost (eXtreme Gradient Boosting) is a powerful and widely used gradient 

boosting framework for machine learning that can be used for regression tasks. It is an 

ensemble learning method that builds a predictive model by combining the predictions 

of multiple weak models in a weighted manner to make accurate predictions. 

 

In XGBoost regression, an ensemble of decision trees is sequentially trained to correct 

the errors of the previous trees, with an emphasis on optimizing the gradient of the 

loss function. The main steps in building an XGBoost regression model are as 

follows: 

 

Data preparation: Preprocess the data, including handling missing values, encoding 

categorical variables, and splitting the data into training and testing sets. 

 

Model initialization: Initialize the XGBoost model with hyperparameters such as the 

learning rate (also known as the step size), the number of trees (n_estimators), and the 

maximum depth of the trees (max_depth). 

 

Tree training: Train each decision tree in the ensemble using the gradient of the loss 

function to determine the optimal splits for the predictor variables. The model learns 

the optimal weights for the training instances, assigning higher weights to instances 

that were poorly predicted by the previous trees. 

 

Regularization: Apply regularization techniques such as L1 (Lasso) or L2 (Ridge) 

regularization to control the complexity of the model and prevent overfitting. This is 

achieved through hyperparameters such as alpha and lambda. 

 

Prediction: Once the XGBoost model is trained, it can be used to make predictions 

on the testing data by averaging the predictions of all the trees in the ensemble. 

 

XGBoost regression has several advantages, including its ability to handle complex 

interactions between features, handle missing values, and robustness to outliers. It is 

also known for its speed and scalability, making it suitable for large datasets. 
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Additionally, XGBoost provides tools for feature selection and model interpretability, 

which can aid in understanding the importance of different features in the prediction. 

However, like any other machine learning algorithm, XGBoost regression also has 

some limitations, such as the need for careful hyperparameter tuning, potential for 

overfitting, and potential lack of interpretability in very complex models. Therefore, it 

is important to thoroughly evaluate and validate the performance of the XGBoost 

regression model on the specific data and problem at hand. 
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3.5 HYPER PARAMETER TUNING 

 
Hyperparameter tuning is an important step in machine learning model development 

that involves finding the optimal values for hyperparameters, which are parameters 

that are set prior to training a model and control the behavior of the learning 

algorithm. Hyperparameters can significantly impact the performance of a machine 

learning model, and tuning them properly can help improve the model's accuracy, 

generalization, and robustness. 

 

Here are some common hyperparameters that may need tuning in machine learning 

models: 

 

Learning rate: The learning rate controls the step size during model training. A 

higher learning rate can lead to faster convergence but may result in overshooting the 

optimal solution, while a lower learning rate can result in slower convergence. Tuning 

the learning rate can help find the right balance between convergence speed and 

accuracy. 

 

Number of iterations or epochs: The number of iterations or epochs determines how 

many times the model goes through the training data during training. Too few 

iterations may result in underfitting, while too many iterations may result in 

overfitting. Tuning the number of iterations or epochs can help achieve the optimal 

trade-off between underfitting and overfitting. 

 

Batch size: The batch size determines the number of training examples processed in 

one iteration during training. A smaller batch size can result in more frequent updates 

to the model weights, but can also increase the training time. A larger batch size can 

speed up training but may result in less frequent updates. Tuning the batch size can 

help find the right balance between computational efficiency and model performance. 

Regularization strength: Regularization techniques such as L1 or L2 regularization are 

used to prevent overfitting by adding a penalty term to the model's loss function. The 

strength of regularization, controlled by hyperparameters such as regularization 

coefficient or alpha, needs to be tuned to find the optimal balance between model 

complexity and generalization. 
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Model architecture: Hyperparameters related to the model architecture, such as the 

number of layers, the number of neurons per layer, activation functions, etc., can also 

be tuned to find the best configuration for a specific problem. Different architectures 

may perform differently on different datasets, and tuning these hyperparameters can 

help optimize the model's performance. 

 

There are several techniques that can be used for hyperparameter tuning, such as grid 

search, random search, Bayesian optimization, and more advanced techniques like 

genetic algorithms or neural architecture search. The choice of hyperparameter tuning 

technique may depend on the size of the dataset, the complexity of the model, and the 

available computational resources. 

 

It's important to note that hyperparameter tuning is an iterative process and requires 

experimentation and evaluation of different hyperparameter values to find the best 

combination for a given machine learning problem. Proper hyperparameter tuning can 

significantly improve the performance of a machine learning model and make it more 

effective for real-world applications. 

 

 

 

 
Figure 3.10: Hyper Parameter Tuning 
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3.6 PROPOSED SYSTEM 

 
In proposed system we have assumed 3 branches of a company and manager of that 

respected branch can have access to its database of that branch to find hidden pattern 

in database. Using machine learning models, the proposed approach is used to 

anticipate sales. 

 

The system architecture is depicted in Figure 1, when the model is used to train 

historical data from a shoppe provided in form of a CSV document & produces a 

prediction model using several ML algorithms such as linear regression, random 

forest, & XG Boost Regressor, before saving the model. The current data is tested 

with a csv file after the forecasting prototype is created. The forecast generates the 

projected value (RMSE, Mean, Standard, Minimum, Maximum). 

 

Having the sales data of the retail store, the proposed work suggests the following 

various steps for predicting the sales of different categories available. The 

architectural diagram for the proposed algorithm is shown in Figure 4.9. The various 

steps involved are explained here under. 

 

 

 
Figure 3.11: Proposed System

Deployment 

on Cloud 

Platform 
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CHAPTER 4 

IMPLEMENTATION 
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4.1 IMPLEMENTATION 

 
We have gone through various stages of implementation in our project. The 

project can be broken in many parts and each part have an equal importance. When we 

thought of the project “Deploying Machine Learning Model on Cloud for 

Supermarket Sales Data Analytics and Forecasting” we read many research paper 

(Reference to it can be found in Literature Survey chapter) and we found that the work 

done on this topic is very less and also no exact algorithm is defined to improve 

accuracy.  

  

Figure 4.1: Machine Learning Life Cycle 

 

 
The various stages our project has gone through are: 

 

 Data Collection 

 Data Exploration 

 Data Pre-processing 

 Data Visualization 
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4.1.1 Data Collection 

 

The initial step was Data is gathered in the form of datasets from the company's 

database or from several data warehousing websites like Kaggle, UCI, and Analytics 

Vidhya. We gathered data about Big Mart's transactions from its 10 locations, each of which 

has a stock of 1559 different items. By combining all of these facts, it is feasible to pinpoint 

the roles that various aspects of a commodity play and how those aspects affect its 

transactions. Machine learning is impossible without data, which is why data is so 

important. It requires data in one form or the other. Just like we humans need food for our 

development of mind and then when we get another type of data by visualizing, hearing, etc., 

and get experience from such data. That data plays a vital role in the typeof human we will 

be in the future. Utilizing whole these findings, it is possible to identify what part-specific 

characteristics of a commodity play and by virtue of what they influence its transactions.  

 

Figure 4.2: Screenshot of Dataset 
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Figure 4.3: Datatypes used within Dataset 

 

 

 
 

Figure 4.4: Dataset description using describe() function.
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4.1.2 Data Exploration 

Data exploration is the process of analyzing and understanding a dataset to extract useful 

information and insights. It involves summarizing the main features of the dataset, 

identifying patterns and trends, and detecting outliers or anomalies. Data exploration is an 

important step in the data analysis process, as it helps to guide the selection of appropriate 

statistical methods and models, and to identify potential problems or limitations in the data. 

Some common techniques used in data exploration include data visualization, summary 

statistics, and exploratory data analysis (EDA). Data visualization can help to reveal 

patterns and relationships in the data, such as scatter plots, histograms, and box plots. 

Summary statistics, such as mean, median, and standard deviation, can provide a quick 

overview of the distribution of the data. EDA involves the use of statistical techniques, such 

as regression analysis and hypothesis testing, to explore relationships between variables and 

to identify important predictors of the outcome variable. 

 
              4.1.3 Data Pre-Processing 

 
Big Mart’s data scientists collected sales data of their 10 stores situated at different 

locations with each store having 1559 different products as per 2013 data collection. Using 

all the observations it is inferred what role certain properties of an item play and how they 

affect their sales. 

Before applying Machine Learning algorithms some of the missing values have 

been found which can impact the model’s output so this should be handled. The ’item 

weight’ and ’outlet size’ attributes have 17 percent, and there is 28 percent of missing 

values. To make the dataset more efficient, these missing values will be replaced by the 

most promising values. There’s more correlation between two of the different attributes 
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with similar work. Removing one of the attributes will make the work better. The 

redundant values such as LF and reg provided in the attribute of item fat content will be 

treated and these redundant values will be replaced accordingly. The least value for an 

’item visibility’ attribute is zero which makes no sense for the dataset. 

 

 

Figure 4.5: Before Data Pre-processing 
 

 
 

 

Figure 4.6: After Data Pre-Processing 

 
The data is then randomized, which eliminates the influence of the sequence in which 

we acquired and/or changed collected data, as seen in Figure 4.6. 



Deploying ML Model on Cloud for Supermarket Sales Data Analytics and Forecasting 

SSGMCE, Shegaon (Session 2022-2023) Page | 37 

 

 

4.1.2 Data Visualization 

 
Next step is visualizing the info help to discover contextual connections between 

variables or class imbalances (bias warnings!) or execute additional experimental 

findings. After that, the data is therefore divided into preparation and experiment 

judgment sets as proved. 

 

 

 

 

 

Figure 4.7: Visualization of outlet_Size using countplot 

 
 

 
 

 

Figure 4.8: Visualization of Item_Fat_Content using countplot 



Deploying ML Model on Cloud for Supermarket Sales Data Analytics and Forecasting 

SSGMCE, Shegaon (Session 2022-2023) Page | 38 

 

 

 

 

 

 
 

Figure 4.9: Visualization of Outlet_Establishment_Year using countplot 

 
 

 

 

 
 

Figure 4.10: Visualized data of available items in dataset 
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CHAPTER 5 

DEPLOYMENT 
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5.1 Training the Model 

 
A training model is a dataset that is used to train an ML algorithm. It consists of the 

sample output data and the corresponding sets of input data that have an influence on 

the output. The training model is used to run the input data through the algorithm to 

correlate the processed output against the sample output. The result from this 

correlation is used to modify the model. 

 

Model training in machine language is the process of feeding an ML algorithm with 

data to help identify and learn good values for all attributes involved. 

 

The info is separated into two categories: training and testing after using suitable 

algorithms for model building the data is then trained and tested for getting the desired 

outcome shown in Figure 5.1. 

 

 
Figure 5.1: Model splitting & Training 
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5.1.1 Evaluating the Model 

 
• To evaluate a machine learning model, there are several metrics and techniques 

that can be used depending on the type of problem being solved and the nature of 

the data. Here are some of the commonly used evaluation metrics: 

 

• Accuracy: It is a basic metric that measures the proportion of correct predictions 

made by the model. However, it can be misleading in cases where the dataset is 

imbalanced. 

 

• Precision and Recall: Precision measures how many of the predicted positive 

examples are actually positive. Recall measures how many of the actual positive 

examples were predicted correctly. These metrics are useful when the dataset is 

imbalanced. 

 

• F1 Score: It is the harmonic mean of precision and recall. It is a useful metric 

when you want to balance between precision and recall. 

 

• ROC Curve: ROC (Receiver Operating Characteristic) curve plots the true 

positive rate against the false positive rate for different threshold values. It helps to 

understand the performance of the model at different threshold values. 

 

• Confusion Matrix: A confusion matrix is a table that shows the predicted classes 

versus the actual classes. It is useful to understand the number of correct and 

incorrect predictions made by the model. 

 

• Cross-validation: Cross-validation is a technique used to evaluate the 

performance of the model by training and testing on different subsets of the data. 

It helps to prevent overfitting and gives a more accurate estimate of the model's 

performance. 

 

• It is important to choose the right metric(s) based on the problem at hand and the 

characteristics of the data. Additionally, it is always a good practice to compare 

the performance of different models using the same evaluation metrics to choose 
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the best one. 

 

• This hidden information is intended to be indicative of predictive accuracy in the 

actual world, but it may still be used to fine-tune models (as opposed to test data, 

which does not). 

 

• Relevant to the topic, access to data, dataset details, and other factors, a suitable 

train or eval split of 80 or 20, 70 or 30, or something similar is recommended. 

 

 

 

 

 

Figure 5.2: Evaluation of the model
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5.2 Deployment 

 
• In this project we have built the model which is transformed into websites or web 

applications or in any other form according to client’s requirements. 

 

• Here we are going to make a web application on the dataset given to us after 

building the ML model. The deployment is under the assumption that the person has a 

fair knowledge of running python code and is familiar with simple ML libraries like 

Sci-kit Learn, Pandas, NumPy. 

 
• We have used Flask which is a Python based microframework used for developing 

small scale websites. Flask is very easy to make Restful API’s using python. As of 

now, we have developed a model i.e model.sav which can predict a class of the data 

based on a various attribute of the data. We have designed a web application where the 

user will input all the attribute values and the data will be given the model, based on 

the training given to the model, the model will predict, what are the sales of the item 

or category of items whose details has been fed. Then use random forest model and 

linear regression to predict the sales. 

 

• Flask script – Before starting with the coding part, we need to download flask 

and some other libraries. Here, we make use of virtual environment, where all the 

libraries are managed and makes the development job easier. 

 

• Here we import the libraries, then using app=Flask(  name    ) we create an instance 

of flask. @app.route(‘/’) is used to tell flask what URL should trigger the function 

index() and in the function index we use render_template(‘index.html’) to display 

the script index.html in the browser. 

 

• This should run the application and launch a simple server. Open 

http://127.0.0.1:9457/ to see the html form. 

 

• HTML Form – In order to collect the data, we created html form which would 

contain all the different options to select from each attribute. Here, we have created a 

simple form using html. 
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When we click on the predict button in index.html, it predicts the salary for the values 

entered by the user (3 inputs), then passes on the variable `Y_pred `outputted from the 

model and sends it back to index.html template as “$ {{'%0.2f' 

format(prediction|float)}}” 

 

 

 

 

 

Figure 5.3: Directory Structure 
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5.2.1 Deployment on Amazon Web Services using EC2 instance 

 

• Launch an EC2 instance: Create an EC2 instance with the desired configuration, such 

as the instance type, operating system, and storage. You can do this using the AWS 

Management Console, AWS CLI, or SDKs. 

 

• Connect to the EC2 instance: Once the EC2 instance is launched, you can connect to it 

using SSH (Secure Shell) from your local machine or another remote machine. You'll 

need the key pair associated with the instance for authentication. 

 

• Install the necessary dependencies: Install any dependencies required for your 

machine learning model, such as Python, scikit-learn, joblib, and any other libraries or 

packages. 

 

• Upload your machine learning model: Transfer your serialized machine learning 

model (e.g., the joblib file) to the EC2 instance. You can use tools like SCP or SFTP 

to upload the file to the instance. 

 

• Load and use the machine learning model: Load the serialized model into your Python 

code running on the EC2 instance using joblib or other appropriate libraries. You can 

then use the model to make predictions on new data. 

 

• Expose the model via an API: If you want to expose your machine learning model as 

an API, you can use a web framework like Flask or Django to create a RESTful API 

that can receive HTTP requests and invoke your machine learning model to make 

predictions. 

 

• Configure security: Ensure that appropriate security measures are in place, such as 

securing the EC2 instance with proper access controls, setting up SSL encryption for 

API requests, and implementing other security best practices.
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5.3 Model Building for Prediction 

 

After the dataset is split into training and testing sets, the training set is fed into the 

algorithm so that it can learn how to predict the values. Various regression algorithms 

like Linear Regression, Random Forest Regression, XGBoost Regression, etc. have 

been applied. Along with these boosting algorithms like XGBoost has also been 

applied to the dataset for increasing the accuracy.  

 

5.4 Prediction Results 

 

 Item_MRP optimizes Maximum Outlet sales (positive correlation with the target). 

 

 Linear Regression has lower accuracy than Random Forest Regressor algorithm. 

Linear regression accuracy came to be 50% and Random Forest accuracy came 

near 54%. 

 

 Also, model accuracy and score of XGboost model can reach nearly 86% if built 

with more hypothesis consideration and analysis, as shown by code snippet in 

Figure 5.4. 

 

 

 

Figure 5.4: Code showing model score of XGBoost Model 
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                   Table 2: Simulation Results of Various Algorithms 

 

 

Result: 

 

 

Snapshot 1: Basic Login Page for admin 
 

 

 
 

 
Algorithms 

Training to Testing Ratio 

 

80:20 

 

75:25 

 

70:30 

RMSE R2 RMSE R2 RMSE R2 

Linear 

Regression 
1162.44 0.50 1168.35 0.50 1179.45 0.50 

Random 

Forest 
1107.87 0.54 1123.43 0.54 1130.57 0.55 

XGBoost 
624.50 0.86 631.66 0.86 643.24 0.86 
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Snapshot 2: Prediction System 

 

 

 

 
 
 

Snapshot 3: Window Displaying Output 
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CHAPTER 6 

CONCLUSION 
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CONCLUSION 
 

Sales forecasting is essential in every business industry. Sales revenue analysis will assist in 

obtaining the facts required to anticipate both revenue and profits using sales forecasts. On 

supermarket sales data, various Machine Learning approaches such as Simple Linear 

Regression, Random Forest Regression, XGBoost Regression and Hyperparameter Tuning 

were assessed to identify the essential elements influencing sales and propose a solution for 

projecting sales. Following the application of measurements such as accuracy, mean absolute 

error, and maximum error, the Random Forest Regression is determined to be the optimal 

algorithm based on the obtained data, thereby accomplishing the goal of this thesis. 

Because of these factors, it is critical to design productive models in order to deliver robust 

and accurate findings. Simultaneously, the fields and attributes used in this research were 

insufficient for future investigation. It was the most difficult challenge we encountered 

during the research. We have, however, thoroughly weighed our work by implementing 

effective ML algorithms for prediction and forecasting. The current research can be 

accelerated by employing Big Data as a predictive analytics tool in sales forecasting. Big 

data analysis and forecasting are regarded as critical disciplines in modern business. 
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